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Abstract
We observed a synergetic effect between ion energy and sample temperature in the formation of distinct dot pattern on

Si(1 1 0) by Ar+ ion sputtering. The ion flux was 20 mA/cm2, a value smaller than those used in preceding reports by one or two

orders of magnitude. In experiments, the ion energy was from 1 to 5 keV, and the temperature from room temperature to 800 8C.
A phase diagram indicating the ranges of ion energy and temperature within which distinct dot patterns can be achieved has been

obtained. Data analyses and simulation results reveal that the synergetic effect is consistent with the effect of the Ehrlich–

Schwoebel step-edge barrier, rather than the Bradley–Harper model.
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1. Introduction

Nanostructuring of silicon, the mainstream mate-

rial of modern microelectronic industry, has received
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much attention due to its potential application in

developing Si light sources [1]. Si nanomaterials such

as porous Si, Si nanocrystal-doped dielectrics and Si

quantum dots have been developed in self-organized

manners by various techniques such as acid etching,

ion implantation, reactive evaporation, chemical vapor

deposition and molecular beam epitaxy [1–8]. In the

past few years, the technique of ion-sputter erosion

that is normally used for sample milling, depth
.
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profiling and mass analysis has aroused new interest as

a method of producing nanodot arrays on solid

surfaces [9–22]. As compared to other self-organiza-

tion methods, ion-sputter erosion is able to produce

well-ordered and spatially dense nanodots, and to

easily control the size of nanodots by simply changing

sputtering parameters such as ion energy, ion dose, ion

flux and sample temperature. Up to now, the Bradley–

Harper (BH) theory and its revised versions [23–26]

based on the concept of surface–curvature dependent

sputtering yield, have found applications in the na-

nostructuring of semiconductor single crystals, espe-

cially when the ion flux is sufficiently high [9–14,17–

20]. However, for the nanostructuring of metal single

crystals [15,17], a model stemming from the Ehrlich–

Schwoebel (ES) step-edge barrier [17,27,28] is active.

So far a complete understanding of this technique in

nanodot formation has not been realized, and new

experimental results continuously emerge, which

challenges the current theories and enriches our

understanding of this novel nanostructuring process.

In this paper, we report a synergetic effect between

ion energy (E) and sample temperature (T) in

producing distinct nanodot patterns on Si(1 1 0),

which was found during our investigation of the

nanodot formation by normal-incident Ar+ ion

sputtering with ion flux of 20 mA/cm2 as a function

of E and T. A phase diagram was constructed,

exhibiting the ranges of E and T for the creation of

distinct dot patterns. The experimental results cannot

be explained by the BH theory, but could be well

understood with the help of a dynamic continuum

equation [25] that emphasizes the ES effect.
2. Experiments

Si(1 1 0) wafers (p-type, 1–10 V cm) were used.

After supersonically cleaned in acetone and alcohol in

sequence and dried in air, the sample was transferred

into the vacuum chamber of a home-built ion

sputtering system. The normal-incident Ar+ ion

sputtering was conducted with a Perkin-Elmer

sputtering gun (model 04-303). The distance between

the outlet of ion gun and the sample was 13 cm, and

ion beam spot size was �5 mm in diameter. The

pressure of argon in the ionization chamber of ion gun

was kept at 25 mPa. Prior to sputtering, the ion flux
was measured with a Faraday cup located above the

sample holder. The ion flux was chosen to be 20 mA/

cm2 and ion energy ranged from 1 to 5 keV. The base

pressure of the chamber was better than 5 � 10�7 Pa,

and during sputtering, the pressure rose to

�5 � 10�5 Pa due to the backfilling of argon with

purity of 99.999%. Sample heating was accomplished

through biased electron beam bombardment at the

backside of the sample. The temperature was measured

with a calibrated thermocouple, which ranged from

room temperature (RT, �25 8C) to 800 8C. Ar+ dose

was kept constant as 5 � 1017 ions/cm2. Surface

morphology was measured ex situ with an ambient

atomic force microscopy (AFM), model Solver P47 of

NT-MDT, at RT in contact mode.
3. Results

In Fig. 1, six typical AFM images for Si(1 1 0)

surfaces after different heating and ion sputtering

treatments are presented. It is seen from Fig. 1a that

when heating the sample in vacuum at 800 8C for

�1 h, the same time needed to reach the required dose

of 5 � 1017 ions/cm2 for ion sputtering, no distinct dot

pattern forms. Either, if the Si(1 1 0) surface is

sputtered at RTwith ion energy of 1.5 keV, no distinct

dot pattern is observed (Fig. 1b), but the surface is

featured by diffused small dots and holes with a low

surface roughness which will be illustrated in Fig. 2a.

However, when heating and sputtering the sample

simultaneously, a distinct dot pattern appears (Fig. 1c)

and the surface roughness becomes high (Fig. 2b).

This indicates a synergetic effect between ion energy

(E) and sample temperature (T) in producing distinct

nanodot patterns on Si(1 1 0). Fig. 1d and e gives the

images of Si(1 1 0) after ion sputtering with

E = 1.5 keV at T = 600 8C and T = 400 8C, respec-

tively. It is clear that for E = 1.5 keV, the lowest

temperature (or T0) required to create distinct dot

pattern according to the synergetic effect must fall in

the range of 400 8C < T0 � 600 8C. We later on

narrowed this range to be 550 8C < T0 � 600 8C by

further experiments as will be shown in Fig. 3. The

surface roughness defined as the root of mean square

of the difference between the height at any surface

position and the average height has been plotted

against temperature in Fig. 2a for E = 1.5 keV. By

Harbutt Han
下划线



W.-Q. Li et al. / Applied Surface Science xxx (2005) xxx–xxx 3

DTD 5

Fig. 1. AFM images of the sputtered surfaces of: (a) T = 800 8C, no ion sputtering; (b) T = RT, E = 1.5 keV; (c) T = 800 8C, E = 1.5 keV; (d)

T = 600 8C, E = 1.5 keV; (e) T = 400 8C, E = 1.5 keV; (f) T = 400 8C, E = 5 keV. The image size is 800 nm� 800 nm. The ion flux = 20 mA/cm2.
comparison with Figs. 1c–e and 2a, it is seen that the

appearance of distinct dot pattern coincides with the

abrupt increase in the surface roughness. This is also

true for the case of other ion energies. Hence, this

abrupt increase in surface roughness can be regarded

as a criterion for the formation of distinct dot pattern.
In the meantime, we have also performed the ion

energy dependence study of the dot pattern formation.

It has been reported that at T = 800 8C, both the shape
and size of dots in the distinct dot pattern change with

the increasing E [21]. But in this paper, we only focus

on the synergetic effect. It is found that for the higher
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Fig. 2. (a) Surface roughness vs. sample temperature; E = 1.5 keV.

(b) Calculated surface roughness vs. S, which increases with the

increasing T before the critical temperature.

Fig. 3. Phase diagram of temperature (T) and ion energy (E) in the

ranges of RT, 800 8C and 1–5 keV. The hatched part denotes the

regime for the distinct dot pattern.
E, T0 becomes lower; for example, in Fig. 1f where

E = 5 keVand T = 4008, it is seen that as compared to

Fig. 1e where E = 1.5 keV and T = 400 8C, a dot

pattern emerges. A number of E–T pairs have been

tried to see if distinct dot pattern can be created, and

based on these data, a phase diagram was constructed

as shown in Fig. 3 within the experimental ranges of

temperature (RT, 800 8C) and ion energy (1–5 keV).

The hatched part denotes the E–T regime for the

formation of distinct dot pattern, while the rest one

indicates that of diffused small dots and holes. A

distinct separation between these two regimes is

difficult, since around the ‘‘border’’ region, surface

morphology represents a mixture of both regimes.
4. Discussion

At present, a dynamic continuum equation, namely,

the noisy Kuramoto–Sivashinsky (KS) equation

[17,25], has been widely accepted and employed to

describe the nanostructuring process by ion sputtering.

The KS equation contains both the BH and ESmodels,

which reads:

@h

@t
¼
X
~n

�
� ðn~n þ S~nÞ

@2h

@~n2
þ
�
@h

@~n

�2
l~n

2
� D~n@

4h

@~n4

�

þ hðx; y; tÞ; (1)

where h(x, y, t) is the height of a position (x, y) on

surface at time of t; ~n represents crystallographic

directions; �ðn~n þ S~nÞ is the effective surface tension,
where n~n is generated by ion sputtering, and normally

temperature-independent and greater than 0;

S~n@
2h=@~n2 represents the ES diffusion with S~n � 0

and sensitive to the temperature. The second term

includes non-linear effect with l~n being the tilt-depen-

dent erosion rate, and D~n@
4h=@~n4 takes into account

the thermal and/or ion-induced diffusions withD~n > 0.

The last term reflects a stochastic noise. If the ES

diffusion is neglected, i.e. S~n ¼ 0, Eq. (1) is reduced to

the pure BH model. On the other hand, if S~n is

comparable with n~n, and the effective surface tension

becomes strongly temperature-dependent, then the ES

effect is mainly at work.

The pure BH model that is normally accepted as

good for semiconductors [17] is unable to explain the

results of Fig. 3. For instance, for a fixed E, increasing
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T should always reduce the surface roughness

[11,14,22] as the effective surface tension n~n that is

responsible for surface instability is nearly tempera-

ture-independent, while the surface diffusion, or D~n,

that is responsible for surface smoothing, increases

dramatically. This is not the observation in this work

(Figs. 2a and 3). In fact, we recently identified [22]

that for sufficiently low ion flux such as 20 mA/cm2

used here, the ES effect is strongly involved in the

nanostructuring of Si single crystals. This is not

unrealistic. For instance, de Souza et al. [29] pointed

out that at temperatures above as low as about

�120 8C, the recombination of vacancies and self-

interstitials of Si, created by the collision events in

crystalline Si, can already be facilitated by the

increasing of their mobility, a process called dynamic

annealing. When the ion flux is sufficiently low and

the sample temperature is sufficiently high, the

dynamic annealing process may become so effective

that a full amorphization of Si by ion implantation is

blocked. In this case, the sputtered surface is not fully

amorphized, and remains parts of its crystalinity,

which allows the ES effect available. Hence, the

synergetic effect is related to the ES diffusion-induced

surface instability.

The ES diffusivity, or S~n, is proportional to the

rebounding probability at step edges as well as the

step-climbing and terrace diffusion probabilities [21],

i.e.

S~n /ð1� e�EES=kBTÞ e�ðE0þE1Þ=kBT j~n; (2)

whereEES is the ES step-edge barrier, andE0 andE1 are

the step-climbing barrier and the terrace diffusion

activation energy, respectively. kB is Boltzmann’s con-

stant. Eq. (2) indicates that the ES diffusivity versus T

follows a bell-shape like relationship, that is, before a

critical temperature which corresponds to the maxi-

mum of S~n, the effective surface tension increases with
increasing T if the ES effect is dominant, and beyond

that temperature, the surface tension falls down. This

leads to the surface roughness evolutionwithTas shown

in Fig. 2a. Similar bell-shape like relationship has also

been found during deposition of Si atoms onto Si(1 0 0)

by Schelling et al. [30], only in their case the tempera-

ture corresponding to the maximal peak-to-valley

height, the critical temperature, is lower than that shown

in Fig. 2a by�100–200 8Cdepending on the deposition
rate. These surface roughness versus temperature rela-

tionships for deposition andnegative deposition (i.e. ion

sputtering) processes have also been observed on

Ag(1 0 0) by Costantini et al. [31], with the critical

temperature of deposition process being�100 8C lower

than that of negative deposition one as well. Consider-

ing that the critical temperatures for the case of Si(1 0 0)

are �300 8C lower than those of Ag(1 0 0) for the

processes of both deposition and negative deposition,

the ES barriers on Ag(1 0 0) should be smaller than

those on Si(1 0 0).

We conducted temperature-dependent simulation

of surface morphology evolution based on Eq. (1) with

the help of Eq. (2). The algorithm used in Ref. [23].

was adopted with n~n being a constant and S~n increasing
with the increasing T. For brevity, D~n was taken as a

constant, which does not alter the general conclusion

[21]. Four typical images of simulated results are

given in Fig. 4, and in Fig. 2b their corresponding

surface roughness data are presented. The simulation

results show that when the surface roughness starts to

increase quickly, a distinct dot pattern emerges, which

agrees with the experimental results and confirms the

availability of the ES effect.

With the above conclusions, the synergetic effect

can then be readily explained. When the ES effect is

mainly in operation, it is the ES diffusions of adatoms

or/and vacancies that result in the surface instability. It

is thus understood that heating the sample alone

cannot form the dot pattern (Fig. 1a), since there is no

provision of adatoms or/and vacancies due to the ion

sputtering [31] for the ES diffusion. However, when

the temperature is not high enough, the ES diffusion is

too inefficient to cause a significant surface instability,

accordingly, the dot pattern is still unavailable

(Fig. 1b). Only when the adatoms or/and vacancies

are provided, i.e. the surface under ion sputtering, and

in the meanwhile, the temperature is high enough

(�T0) to promote strong ES diffusions, can the distinct

dot pattern be expected. That is the physics underlying

the synergetic effect. At the higher E, more energies

are transferred to adatoms or/and vacancies, which has

a similar effect of the increasing temperature on the ES

diffusions of the two species, provided the surface still

keeps sufficient parts of its crystalinity. Hence, the

high energy helps enhance the ES diffusion, thus

reducing T0 for the formation of the distinct dot

pattern.
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Fig. 4. Images from simulation calculations. l~n ¼ 1, D~n ¼ 2, n~n ¼ 0:2 and the total time = 104, for: (a)S~n ¼ 0:2, (b) S~n ¼ 0:3, (c) S~n ¼ 0:4 and

(d) S~n ¼ 0:45.
It should be pointed out, however, that the phase

diagram does not mean that if the temperature is

further increased, the minimum ion energy can be

further reduced to create a distinct dot pattern. This is

because for the temperature much higher than the

critical temperature, the adatoms or/and vacancies

may overcome the step-edge barriers, making the

surface instability induced by ES diffusion depressed.

Hence, the surface roughness is reduced and the

distinct dot pattern becomes blurred. This is the

situation observed for Ag(1 1 0) and Ag(1 0 0) [17].

Similarly, the phase diagram either does not indicate

that if the ion energy is further increased, the T0 can be

further reduced to have a distinct dot pattern. The

reason is similar to the case of temperature increase,

considering that the ion energy effect is similar to that

of temperature. Only for the case of ion energy, it is a

bit more complicated in that the increasing E does not

only promote the surface diffusion, but also increases

the defect production rate [32], which tends to make
the sample less crystalline and the ES effect less

effective. However, it is noticed that under the

conditions of RT and 5 keV ion sputtering, the distinct

dot pattern cannot be developed on Si(1 1 0) surface

(Fig. 3), indicating that the surface is not fully

amorphized, and the surface morphology evolution is

still mainly controlled by the ES effect. This is

possible since the increasing ion energy promotes the

mobility of vacancies and self-interstitials and

facilitates the dynamic annealing when generating

more defects at the meantime. Thus, the above

discussion regarding the role of ion energy within the

ion energy range in this work is reasonable.
5. Conclusions

The synergetic effect between ion energy and

sample temperature in the formation of distinct dot

pattern on Si(1 1 0) by ion sputtering has been reported.
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Aphase diagram indicating the ranges of ion energy and

temperature within which distinct dot pattern can be

achieved has been constructed.Within the experimental

ranges of ion energy and sample temperature and for the

ion flux of 20 mA/cm2 used in this work, the synergetic

effect is consistent with the Ehrlich–Schwoebel model.
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